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Abstract
Recent studies demonstrate that machinelearning algorithms can discriminate basedon classes like race and gender. In thiswork, we present an approach to evaluatebias present in automated facial analysis al-gorithms and datasets with respect to phe-notypic subgroups. Using the dermatolo-gist approved Fitzpatrick Skin Type clas-sification system, we characterize the gen-der and skin type distribution of two facialanalysis benchmarks, IJB-A and Adience.We find that these datasets are overwhelm-ingly composed of lighter-skinned subjects(79.6% for IJB-A and 86.2% for Adience)and introduce a new facial analysis datasetwhich is balanced by gender and skin type.We evaluate 3 commercial gender clas-sification systems using our dataset andshow that darker-skinned females are themost misclassified group (with error ratesof up to 34.7%). The maximum error ratefor lighter-skinned males is 0.8%. Thesubstantial disparities in the accuracy ofclassifying darker females, lighter females,darker males, and lighter males in genderclassification systems require urgent atten-tion if commercial companies are to buildgenuinely fair, transparent and accountablefacial analysis algorithms.Keywords: Computer Vision, Algorith-mic Audit, Gender Classification

1. Introduction
Artificial Intelligence (AI) is rapidly infiltrating
every aspect of society. From helping determine⇤ Download our gender and skin type balanced PPB

dataset at gendershades.org

who is hired, fired, granted a loan, or how long
an individual spends in prison, decisions that
have traditionally been performed by humans are
rapidly made by algorithms (O’Neil, 2017; Citron
and Pasquale, 2014). Even AI-based technologies
that are not specifically trained to perform high-
stakes tasks (such as determining how long some-
one spends in prison) can be used in a pipeline
that performs such tasks. For example, while
face recognition software by itself should not be
trained to determine the fate of an individual in
the criminal justice system, it is very likely that
such software is used to identify suspects. Thus,
an error in the output of a face recognition algo-
rithm used as input for other tasks can have se-
rious consequences. For example, someone could
be wrongfully accused of a crime based on erro-
neous but confident misidentification of the per-
petrator from security video footage analysis.

Many AI systems, e.g. face recognition tools,
rely on machine learning algorithms that are
trained with labeled data. It has recently
been shown that algorithms trained with biased
data have resulted in algorithmic discrimination
(Bolukbasi et al., 2016; Caliskan et al., 2017).
Bolukbasi et al. even showed that the popular
word embedding space, Word2Vec, encodes soci-
etal gender biases. The authors used Word2Vec
to train an analogy generator that fills in miss-
ing words in analogies. The analogy man is to
computer programmer as woman is to “X” was
completed with “homemaker”, conforming to the
stereotype that programming is associated with
men and homemaking with women. The biases
in Word2Vec are thus likely to be propagated
throughout any system that uses this embedding.

c� 2018 J. Buolamwini & T. Gebru.

RESEARCH ARTICLE ◥ECONOMICSDissecting racial bias in an algorithm used to manage

the health of populations
Ziad Obermeyer1,2*, Brian Powers3, Christine Vogeli4, Sendhil Mullainathan5*†

Health systems rely on commercial prediction algorithms to identify and help patients with complex

health needs. We show that a widely used algorithm, typical of this industry-wide approach and

affecting millions of patients, exhibits significant racial bias: At a given risk score, Black patients

are considerably sicker than White patients, as evidenced by signs of uncontrolled illnesses.

Remedying this disparity would increase the percentage of Black patients receiving additional

help from 17.7 to 46.5%. The bias arises because the algorithm predicts health care costs rather than

illness, but unequal access to care means that we spend less money caring for Black patients than

for White patients. Thus, despite health care cost appearing to be an effective proxy for health

by some measures of predictive accuracy, large racial biases arise. We suggest that the choice of

convenient, seemingly effective proxies for ground truth can be an important source of algorithmic

bias in many contexts.

T
here is growing concern that algorithms

may reproduce racial and gender dis-

parities via the people building them or

through the data used to train them (1–3).

Empirical work is increasingly lending

support to these concerns. For example, job

search ads for highly paid positions are less

likely to be presented to women (4), searches

for distinctively Black-sounding names are

more likely to trigger ads for arrest records

(5), and image searches for professions such

as CEO produce fewer images of women (6).

Facial recognition systems increasingly used

in law enforcement perform worse on recog-

nizing faces of women and Black individuals

(7, 8), and natural language processing algo-

rithms encode language in gendered ways (9).

Empirical investigations of algorithmic bias,

though, have been hindered by a key constraint:

Algorithms deployed on large scales are typically

proprietary, making it difficult for indepen-

dent researchers to dissect them. Instead, re-

searchers must work “from the outside,” often

with great ingenuity, and resort to clever work-

arounds such as audit studies. Such efforts can

document disparities, but understanding how

and why they arise—much less figuring out

what to do about them—is difficult without

greater access to the algorithms themselves.

Our understanding of a mechanism therefore

typically relies on theory or exercises with

researcher-created algorithms (10–13). With-

out an algorithm’s training data, objective func-

tion, and predictionmethodology, we can only

guess as to the actual mechanisms for the

important algorithmic disparities that arise.

In this study, we exploit a rich dataset that

provides insight into a live, scaled algorithm

deployed nationwide today. It is one of the

largest and most typical examples of a class

of commercial risk-prediction tools that, by

industry estimates, are applied to roughly

200 million people in the United States each

year. Large health systems and payers rely on

this algorithm to target patients for “high-risk

care management” programs. These programs

seek to improve the care of patients with

complex health needs by providing additional

resources, including greater attention from

trained providers, to help ensure that care is

well coordinated. Most health systems use

these programs as the cornerstone of pop-

ulation health management efforts, and they

are widely considered effective at improving

outcomes and satisfaction while reducing costs

(14–17). Because the programs are themselves

expensive—with costs going toward teams of

dedicated nurses, extra primary care appoint-

ment slots, and other scarce resources—health

systems rely extensively on algorithms to iden-

tify patients who will benefit the most (18, 19).

Identifying patients who will derive the

greatest benefit from these programs is a

challenging causal inference problem that

requires estimation of individual treatment ef-

fects. To solve this problem, health systems

make a key assumption: Those with the great-

est care needs will benefit the most from the

program. Under this assumption, the targeting

problem becomes a pure prediction policy prob-

lem (20). Developers then build algorithms

that rely on past data to build a predictor of

future health care needs.
Our dataset describes one such typical algo-

rithm. It contains both the algorithm’s predic-

tions as well as the data needed to understand

its inner workings: that is, the underlying in-

gredients used to form the algorithm (data,

objective function, etc.) and links to a rich

set of outcome data. Because we have the

inputs, outputs, and eventual outcomes, our

data allow us a rare opportunity to quantify

racial disparities in algorithms and isolate the

mechanisms by which they arise. It should be

emphasized that this algorithm is not unique.

Rather, it is emblematic of a generalized ap-

proach to risk prediction in the health sec-

tor, widely adopted by a range of for- and

non-profit medical centers and governmental

agencies (21).Our analysis has implications beyond what

we learn about this particular algorithm. First,

the specific problem solved by this algorithm

has analogies in many other sectors: The pre-

dicted risk of some future outcome (in our

case, health care needs) is widely used to tar-

get policy interventions under the assumption

that the treatment effect is monotonic in that

risk, and the methods used to build the algo-

rithm are standard. Mechanisms of bias un-

covered in this study likely operate elsewhere.

Second, even beyond our particular finding,

we hope that this exercise illustrates the im-

portance, and the large opportunity, of study-

ing algorithmic bias in health care, not just

as a model system but also in its own right. By

any standard—e.g., number of lives affected,

life-and-death consequences of the decision—

health is one of the most important and wide-

spread social sectors in which algorithms are

already used at scale today, unbeknownst

to many.
Data and analytic strategy
Working with a large academic hospital, we

identified all primary care patients enrolled

in risk-based contracts from2013 to 2015. Our

primary interest was in studying differences

betweenWhite and Black patients.We formed

race categories by using hospital records,which

are based onpatient self-reporting. Any patient

who identified as Black was considered to be

Black for the purpose of this analysis. Of the

remaining patients, those who self-identified

as races other thanWhite (e.g., Hispanic) were

so considered (data on these patients are pre-

sented in table S1 and fig. S1 in the supplemen-

tary materials). We considered all remaining

patients to beWhite. This approach allowed

us to study one particular racial difference of

social and historical interest between patients

who self-identified as Black and patients who

self-identified as White without another race

or ethnicity; it has the disadvantage of not

allowing for the study of intersectional racial
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Abstract

Recent progress in natural language generation has raised dual-use concerns. While

applications like summarization and translation are positive, the underlying tech-

nology also might enable adversaries to generate neural fake news: targeted propa-

ganda that closely mimics the style of real news.

Modern computer security relies on careful threat modeling: identifying potential

threats and vulnerabilities from an adversary’s point of view, and exploring potential

mitigations to these threats. Likewise, developing robust defenses against neural

fake news requires us first to carefully investigate and characterize the risks of these

models. We thus present a model for controllable text generation called Grov
er.

Given a headline like ‘Link Found Between Vaccines and Autism,’ Grov
er can

generate the rest of the article; humans find these generations to be more trustworthy

than human-written disinformation.

Developing robust verification techniques against generators like Grove
r is critical.

We find that best current discriminators can classify
neural fake news from real,

human-written, news with 73% accuracy, assuming access to a moderate level of

training data. Counterintuitively, the best defense against Grov
er turns out to be

Grov
er itself, with 92% accuracy, demonstrating the importance of public release

of strong generators. We investigate these results further, showing that exposure

bias – and sampling strategies that alleviate its e↵ects – both leave artifacts that

similar discriminators can pick up on. We conclude by discussing ethical issues

regarding the technology, and plan to release Grov
er publicly, helping pave the

way for better detection of neural fake news.

1 Introduction

Online fake news – news designed to intentionally deceive – has recently emerged as a major

societal problem. Malicious actors spread fallacious viral stories in order to gain advertising revenue,

influence opinions, and even tip elections (Faris et al., 2017; Wardle and Derakhshan, 2017). As such,

countering the spread of disinformation online presents an urgent technical and political issue.

To the best of our knowledge, most disinformation online today is manually written (Vargo et al., 2018).

However, as progress continues in natural language generation, malicious actors will increasingly be

33rd Conference on Neural Information Processing Systems (NeurIPS 2019), Vancouver, Canada.
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Link Found Between Vaccines and Autism

By Paul Waldman         
May 29, 2019

Those who have been vaccinated against measles have a more than 

5-fold higher chance of developing autism, researchers at the 

University of California San Diego School of Medicine and the 

Centers for Disease Control and Prevention report today in the 

Journal of Epidemiology and Community Health.         
(cont

inued
)

fak
e

Fake 
news!

News 

Verification

Fake News

Generation

Figure 1: In this paper, we explore Grove
r, a model which can detect and generate neural fake news.

Humans find the articles di�cult to distinguish from “real news” without high levels of scrutiny.
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Understanding perception of algorithmic

decisions: Fairness, trust, and emotion in

response to algorithmic management

Min Kyung Lee

Abstract

Algorithms increasingly make managerial decisions that people used to make. Perceptions of algorithms, regardless of the

algorithms’ actual performance, can significantly influence their adoption, yet we do not fully understand how people

perceive decisions made by algorithms as compared with decisions made by humans. To explore perceptions of algo-

rithmic management, we conducted an online experiment using four managerial decisions that required either mechan-

ical or human skills. We manipulated the decision-maker (algorithmic or human), and measured perceived fairness, trust,

and emotional response. With the mechanical tasks, algorithmic and human-made decisions were perceived as equally

fair and trustworthy and evoked similar emotions; however, human managers’ fairness and trustworthiness were attrib-

uted to the manager’s authority, whereas algorithms’ fairness and trustworthiness were attributed to their perceived

efficiency and objectivity. Human decisions evoked some positive emotion due to the possibility of social recognition,

whereas algorithmic decisions generated a more mixed response – algorithms were seen as helpful tools but also

possible tracking mechanisms. With the human tasks, algorithmic decisions were perceived as less fair and trustworthy

and evoked more negative emotion than human decisions. Algorithms’ perceived lack of intuition and subjective judg-

ment capabilities contributed to the lower fairness and trustworthiness judgments. Positive emotion from human

decisions was attributed to social recognition, while negative emotion from algorithmic decisions was attributed to

the dehumanizing experience of being evaluated by machines. This work reveals people’s lay concepts of algorithmic

versus human decisions in a management context and suggests that task characteristics matter in understanding people’s

experiences with algorithmic technologies.

Keywords

Algorithmic management, perception, folk theory, fairness, trust, emotion

This article is a part of special theme on Algorithms in Culture. To see a full list of all articles in this special theme,

please click here: http://journals.sagepub.com/page/bds/collections/algorithms-in-culture.

Introduction

Advances
in artificial

intelligen
ce, machine learning,

and data infrastruc
ture are transform

ing how people

govern and manage citizens and organizat
ions. Now

more than
ever, com

putationa
l algorith

ms increasi
ngly

make decisions
that human managers used to make,

changing
the practices

of managers,
policy makers,

physician
s, teacher

s, police,
judges, o

n-demand labor

platforms, online
communities, a

nd more. Algorithms

match patients
to therapists

and doctors
(Amino;

Cloud 9 Psych; Idrees et al., 2013), passenger
s to

ridesharin
g drivers (L

ee et al., 2
015) and

subway work-

ers to maintenanc
e tasks (Hodson, 2014). Predictive

analytics
are used on hiring platforms (Carey and

Smith, 2016) like LinkedIn
,1 where algorithm

s sort

through thousand
s of profi

les to recommend promising
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Datasheets for Datasets
TIMNIT GEBRU, GoogleJAMIE MORGENSTERN, Georgia Institute of Technology
BRIANA VECCHIONE, Cornell UniversityJENNIFER WORTMAN VAUGHAN,Microsoft Research
HANNA WALLACH,Microsoft ResearchHAL DAUMÉ III,Microsoft Research; University of Maryland
KATE CRAWFORD,Microsoft Research; AI Now InstituteThe machine learning community currently has no standardized process for docu-

menting datasets, which can lead to severe consequences in high-stakes domains. To

address this gap, we propose datasheets for datasets. In the electronics industry, every

component, no matter how simple or complex, is accompanied with a datasheet that

describes its operating characteristics, test results, recommended uses, and other infor-

mation. By analogy, we propose that every dataset be accompanied with a datasheet

that documents its motivation, composition, collection process, recommended uses,

and so on. Datasheets for datasets will facilitate better communication between dataset

creators and dataset consumers, and encourage the machine learning community to

prioritize transparency and accountability.
1 Introduction
Data plays a critical role in machine learning. Every machine learning model is

trained and evaluated using data, quite often in the form of a static dataset. The

characteristics of these datasets will fundamentally in�uence a model’s behav-

ior: A model is unlikely to perform well in the wild if its deployment context

does not match its training or evaluation datasets, or if these datasets re�ect

unwanted biases. Mismatches like this can have especially severe consequences

when machine learning is used in high-stakes domains such as criminal jus-

tice [1, 11, 22], hiring [17], critical infrastructure [8, 19], or �nance [16]. And

even in other domains, mismatches may lead to loss of revenue or public

relations setbacks. Of particular concern are recent examples showing that

machine learning models can reproduce or amplify unwanted societal biases

re�ected in training data [4, 5, 9]. For these and other reasons, the World

Economic Forum suggests that all entities should document the provenance,

creation, and use of machine learning datasets in order to avoid discriminatory

outcomes [23].

Authors’ addresses: Timnit Gebru, Google; Jamie Morgenstern, Georgia Institute of Technology;

Briana Vecchione, Cornell University; Jennifer Wortman Vaughan, Microsoft Research; Hanna

Wallach, Microsoft Research; Hal Daumé III, Microsoft Research; University of Maryland; Kate

Crawford, Microsoft Research; AI Now Institute.
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Word embeddings quantify 100 years of genderand ethnic stereotypes
Nikhil Garga,1, Londa Schiebingerb, Dan Jurafskyc,d, and James Zoue,f,1

aDepartment of Electrical Engineering, Stanford University, Stanford, CA 94305; bDepartment of History, Stanford University, Stanford, CA 94305;
cDepartment of Linguistics, Stanford University, Stanford, CA 94305; dDepartment of Computer Science, Stanford University, Stanford, CA 94305;
eDepartment of Biomedical Data Science, Stanford University, Stanford, CA 94305; and fChan Zuckerberg Biohub, San Francisco, CA 94158Edited by Susan T. Fiske, Princeton University, Princeton, NJ, and approved March 12, 2018 (received for review November 22, 2017)Word embeddings are a powerful machine-learning frameworkthat represents each English word by a vector. The geometricrelationship between these vectors captures meaningful semanticrelationships between the corresponding words. In this paper, wedevelop a framework to demonstrate how the temporal dynamicsof the embedding helps to quantify changes in stereotypes andattitudes toward women and ethnic minorities in the 20th and21st centuries in the United States. We integrate word embed-dings trained on 100 y of text data with the US Census to showthat changes in the embedding track closely with demographicand occupation shifts over time. The embedding captures societalshifts—e.g., the women’s movement in the 1960s and Asian immi-gration into the United States—and also illuminates how specificadjectives and occupations became more closely associated withcertain populations over time. Our framework for temporal anal-ysis of word embedding opens up a fruitful intersection betweenmachine learning and quantitative social science.

word embedding | gender stereotypes | ethnic stereotypes

The study of gender and ethnic stereotypes is an importanttopic across many disciplines. Language analysis is a standardtool used to discover, understand, and demonstrate such stereo-types (1–5). Previous literature broadly establishes that languageboth reflects and perpetuates cultural stereotypes. However,such studies primarily leverage human surveys (6–16), dictionaryand qualitative analysis (17), or in-depth knowledge of differentlanguages (18). These methods often require time-consumingand expensive manual analysis and may not easily scale acrosstypes of stereotypes, time periods, and languages. In this paper,we propose using word embeddings, a commonly used tool innatural language processing (NLP) and machine learning, as aframework to measure, quantify, and compare beliefs over time.As a specific case study, we apply this tool to study the temporaldynamics of gender and ethnic stereotypes in the 20th and 21stcenturies in the United States.
In word-embedding models, each word in a given language isassigned to a high-dimensional vector such that the geometry ofthe vectors captures semantic relations between the words—e.g.,vectors being closer together has been shown to correspond tomore similar words (19). These models are typically trained auto-matically on large corpora of text, such as collections of GoogleNews articles or Wikipedia, and are known to capture relation-ships not found through simple co-occurrence analysis. For exam-ple, the vector for France is close to vectors for Austria and Italy,and the vector for XBox is close to that of PlayStation (19). Beyondnearby neighbors, embeddings can also capture more global rela-tionships between words. The difference between London andEngland—obtained by simply subtracting these two vectors—isparallel to the vector difference between Paris and France. Thispattern allows embeddings to capture analogy relationships, suchas London to England is as Paris to France.Recent works demonstrate that word embeddings, amongother methods in machine learning, capture common stereotypesbecause these stereotypes are likely to be present, even if subtly,

in the large corpora of training texts (20–23). For example, thevector for the adjective honorable would be close to the vector forman, whereas the vector for submissive would be closer to woman.These stereotypes are automatically learned by the embeddingalgorithm and could be problematic if the embedding is then usedfor sensitive applications such as search rankings, product recom-mendations, or translations. An important direction of research isto develop algorithms to debias the word embeddings (20).In this paper, we take another approach. We use the wordembeddings as a quantitative lens through which to study histor-ical trends—specifically trends in the gender and ethnic stereo-types in the 20th and 21st centuries in the United States. Wedevelop a systematic framework and metrics to analyze wordembeddings trained over 100 y of text corpora. We show thattemporal dynamics of the word embedding capture changes ingender and ethnic stereotypes over time. In particular, we quan-tify how specific biases decrease over time while other stereo-types increase. Moreover, dynamics of the embedding stronglycorrelate with quantifiable changes in US society, such as demo-graphic and occupation shifts. For example, major transitions inthe word embedding geometry reveal changes in the descriptionsof genders and ethnic groups during the women’s movement inthe 1960s–1970s and Asian-American population growth in the1960s and 1980s. We validate our findings on external metricsand show that our results are robust to the different algorithmsfor training the word embeddings. Our framework reveals andquantifies how stereotypes toward women and ethnic groupshave evolved in the United States.

Significance

Word embeddings are a popular machine-learning methodthat represents each English word by a vector, such that thegeometry between these vectors captures semantic relationsbetween the corresponding words. We demonstrate thatword embeddings can be used as a powerful tool to quan-tify historical trends and social change. As specific applica-tions, we develop metrics based on word embeddings tocharacterize how gender stereotypes and attitudes towardethnic minorities in the United States evolved during the20th and 21st centuries starting from 1910. Our frameworkopens up a fruitful intersection between machine learning andquantitative social science.
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we lack institutional 
responses to ai ethics
Success requires that everyone participate, in the 
formative stages of research 

Opt-in approaches — office hours, design principles, and checklists 
[e.g., Madaio et al. 2020, Rakova et al. 2020, Mittelstadt 2019] — help 
those who self-select to participate 

Broader impacts in papers — e.g., NeurIPS and the FCA 
recommendation— are written after the research is complete



what about the irb?
In the United States, IRB regulations focus on risks to human 
subjects, not risks to human society 

“The IRB should not consider possible long-range effects of applying 
knowledge gained in the research (e.g., the possible effects of the 
research on public policy) as among those research risks that fall 
within the purview of its responsibility.” [Common Rule 2018, 
§46.111] 

So, most AI research currently falls outside IRB purview.  

Sometimes, IRBs will take a broader lens, as in the Microsoft 
Research Ethics Review Program [Gray, Watts, and Horvitz 2013]



esr: ethics and society review
An institutional process in collaboration with the Stanford 
Institute for Human-Centered Artificial Intelligence (HAI) 
that facilitates researchers in mitigating negative ethical 
and societal aspects of AI research 

Designed as a gate to access funding: HAI grant funding is 
not released until the ESR process is completed for the 
grant

[Bernstein et al. PNAS 2021]



Grant 
application 
and ESR 
statement 
submitted to 
funding 
program

Merit review 
by funding 
program

ESR panel

Feedback & 
iteration

Recommendation 
to funding 
program

Name the risks, articulate 
principles for mitigation, 
instantiate those principles 
in the research design

Interdisciplinary 
panel, including 
Anthropology, 
Communication, CS, 
History, MS&E, 
Medicine, 
Philosophy, Political 
Science, and 
Sociology

ESR triage





case study: stress sensing 
faculty in engineering & medicine

Researchers named concerns surrounding surveillance by 
governments and employers, but stopped there 

Panel feedback: what specific research design will mitigate 
these risks? 

Meeting to discuss feedback 

Description of privacy-preserving architecture and 
commitment to explain the importance of this architecture 
in papers and public talks about the work



the esr so far
In collaboration with Stanford HAI and Woods Institute, the 
ESR has reviewed 92 proposals in its first two years 

In year one: all of the Hoffman-Yee grants and 29% of the 
seed grants iterated at least once with the ESR 

So what happened, and what have we learned?



a brief word on our method
Survey of lead researchers on all funded HAI seed grants 

23/35 projects = 66% response rate 

Follow-up semi-structured interviews with lead researcher 

13 projects: Focuses in engineering (7), social science (4), earth 
science (2), and medicine (2) 

Feedback analyzed from consented ESR panelists 

14/15 consented



Every survey respondent was 
willing to engage in the ESR 
process again
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67% of those who iterated 
with the ESR, and 58% of all 
researchers, felt that the 
process had influenced the 
design of their research
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the main benefit: scaffolding
Researchers felt that the ESR served as a forcing function 
and commitment mechanism for thinking about ethics and 
societal impact 

“The ESR requirement … led me to engage with my co-PI … 
because, as a psychologist, I ... wasn't aware of some of the 
potential ethical implications that this … AI work may have, and it 
helped me to engage with my co-PI as part of this requirement.”  
— PI, Social Science



the main benefit: scaffolding
Eight of thirteen interviewees said that the ESR raised new 
ethical and social issues for them to think about 

“In fact, we might flip our whole research approach to being about 
privacy. [The] pretty strong reaction from the [ESR made] us 
rethink, to lead with … privacy. … We don't have answers yet, but … 
it's definitely helped us think about a better way to approach the 
research, how we're doing it and how we're talking about it.  
— PI, Engineering



main drawback: not enough 
scaffolding
Most consistent feedback: don’t just help broaden social 
and ethical lenses, also provide scaffolding to make 
appropriate considerations 

The ESR statement was kept brief to keep work minimal, 
but participants wanted more detail and specificity



“[The ESR didn’t] really help us figure out how to address these 
[ethical issues]... [They should] tell us how big the issues really 
are...the hard stuff is figuring out how important a particular ethical 
concern is. As researchers, we’re often left with trying to decide 
whether the positives outweigh the negatives in termsof use cases 
and ethics. What I found that the [ESR] didn’t do was really help us 
in making those decisions about whether the positives outweigh 
the negatives or not. - PI, Medicine







“It’d be nice if there [were] some foundational or bedrock things 
that were in [the statement prompt]. You know, one risk is [the 
statement] becomes template-y, which I think is a risk and a problem. 
But having to write another page when you’re an academic is useful 
because it forces you to think these things through, which we’ve 
discussed, but it’s just more burden. In my view the burden here is 
worth it but [if ] there [were] some sort of help that would scaffold 
a researcher through rather than just, “okay, here’s a blank page start 
from scratch.” - PI, Social Science



common themes in esr feedback
Harms to subgroups (31% of grants): which groups may be 
negatively impacted if this is widely adopted? 

Diverse design (23%): are relevant stakeholders included? 

Dual use (23%): how might this be reappropriated by 
motivated actors? 

Representativeness (17%): who is in the data? 

Panelists raised new issues for 80% of proposals that 
iterated with the ESR



open questions and next steps
How do we scale this process up to hundreds of proposals 
per year, and to other institutions? Can we do this while 
maintaining a coaching lens rather than a compliance lens? 

How can we measure the impact of the ESR? 



Thanks to… 

Supporters: NSF, Stanford HAI 

Stanford Center for Advanced Study in the Behavioral Sciences 

Stanford Ethics, Science, and Technology Hub 

Questions
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of AI Research


